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Abstract. Link recommendation, which suggests links to connect currently unlinked
users, is a key functionality offered by major online social networks. Salient examples
of link recommendation include “People You May Know” on Facebook and LinkedIn as
well as “You May Know” on Google+. The main stakeholders of an online social network
include users (e.g., Facebook users) who use the network to socialize with other users
and an operator (e.g., Facebook Inc.) that establishes and operates the network for its own
benefit (e.g., revenue). Existing link recommendation methods recommend links that are
likely to be established by users but overlook the benefit a recommended link could bring
to an operator. To address this gap, we define the utility of recommending a link and
formulate a new research problem—the utility-based link recommendation problem. We
then propose a novel utility-based link recommendation method that recommends links
based on the value, cost, and linkage likelihood of a link, in contrast to existing link rec-
ommendation methods that focus solely on linkage likelihood. Specifically, our method
models the dependency relationship between the value, cost, linkage likelihood, and
utility-based link recommendation decision using a Bayesian network; predicts the prob-
ability of recommending a link with the Bayesian network; and recommends links with
the highest probabilities. Using data obtained from a major U.S. online social network,
we demonstrate significant performance improvement achieved by our method compared
with prevalent link recommendation methods from representative prior research.
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1. Introduction
Online social networks such as Facebook, LinkedIn,
and Google+ have gained unprecedented numbers of
users in a short time, attracting massive attention from
both industry and academia to study and utilize these
networks for economic and societal benefits (Jackson
2008, Backstrom and Leskovec 2011, Fang et al. 2013b).
It is common for online social networks to implement
a link recommendation mechanism, which suggests
links to connect currently unlinked users. As shown
in Figure 1, salient examples of link recommendation
include “People You May Know” on Facebook and
LinkedIn as well as “You May Know” on Google+.
Since its early success on LinkedIn, link recommen-
dation has become a standard feature of online social
networks (Davenport and Patil 2012).

The main stakeholders of an online social net-
work include users (e.g., Facebook users) who use
the network to connect and communicate with other
users (i.e., friends) and an operator (e.g., Facebook
Inc.) that establishes and operates the network for
its own benefit (e.g., revenue) (Ellison et al. 2007,

Huberman et al. 2009, Kaplan and Haenlein 2010).
Therefore, the advantages of link recommendation are
twofold. First, link recommendation could cater to
users’ needs of socializing and networking with oth-
ers in an online social network. By helping users con-
nect with new friends, link recommendation allows
new users to quickly become engaged in a commu-
nity and facilitates existing users to enlarge their cir-
cles of friends. Second, link recommendation could
benefit the operator of an online social network as
well. According to eMarketer (2012), operators of online
social networks reaped an estimated $12 billion from
advertisements on these networks in 2014, up from
$10 billion in 2013. Understandably, link recommenda-
tion potentially leads to a more connected network of
users, which drives advertisements to reachmore users
and ultimately brings more revenue to the network’s
operator. Existing research develops link recommen-
dation methods from the perspective of link predic-
tion (Al Hasan et al. 2006, Liben-Nowell and Kleinberg
2007, Lichtenwalter et al. 2010, Gong et al. 2012). In
general, these methods predict the likelihood that a
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Figure 1. (Color online) Link Recommendation in Online Social Networks
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potential link1 will be established by users, namely
linkage likelihood, and recommend potential links
with the highest linkage likelihoods (Al Hasan et al.
2006, Liben-Nowell and Kleinberg 2007, Lichtenwalter
et al. 2010, Gong et al. 2012). While existing link recom-
mendation methods cater well to users’ social needs by
recommending links that are likely to be established,
they largely overlook the other advantage of link rec-
ommendation, i.e., benefiting the operator of an online
social network; this is a fundamental gap that moti-
vates our research.
We illustrate the gap using the example of Facebook,

whose operator harvests the majority of its $7.9 billion
revenue from advertisements on the network (Face-
book Inc. 2013). Facebook allows an advertisement to
be placed on the Facebook page of selected users.
A user can interact with the advertisement through
actions including click, comment, like, and share. Such
interaction propagates the advertisement to the user’s
friends, who can also interact with the advertise-
ment and further propagate it to their friends. As this
propagation process continues, the advertisement can
reach a much larger number of users than the ini-
tially selected users. Facebook Inc. obtains revenue
each time the advertisement reaches a user. In this con-
text, let us consider recommending one link out of
the two potential links e15 and e16, shown in Figure 2.

Assuming that e15 and e16 have the same linkage like-
lihood, existing methods that recommend links purely
based on linkage likelihood are indifferent about them
and randomly pick one to recommend (Al Hasan et al.
2006, Liben-Nowell and Kleinberg 2007, Lichtenwalter
et al. 2010, Gong et al. 2012). However, e15 could bring
much more advertisement revenue to Facebook Inc.
than e16 because of the following considerations. First,
advertisements initially placed on the Facebook page
of user w1 could reach more users through e15 than
through e16. Second, advertisements propagated from
users w2, w3, and w4 to user w1 could reach more users
through e15 than through e16. Third, more users could
propagate advertisements to users w1, w2, w3, and w4
through e15 than through e16. Therefore, for the benefit
of Facebook Inc. it is much more desirable to recom-
mend e15 than e16, whereas existing link recommenda-
tion methods are indifferent about them.

To address this gap, this study defines a new link
recommendation problem and proposes a novel link
recommendation method. The key difference between
our link recommendation problem and link recom-
mendation problems defined in prior studies is the
consideration of the operator’s benefit from link recom-
mendation in our problem formulation. Since different
potential links occupy different structural positions in
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Figure 2. An Illustrating Example
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an online social network, they could each bring dif-
ferent values to the network’s operator. Furthermore,
the value of a potential link can only be realized if it
is established by users; on the other hand, a cost to
the network’s operator is incurred if a recommended
link is not established. Therefore, we define the util-
ity of recommending a potential link by considering
its value, cost, and whether it will be established,
and we formulate the utility-based link recommen-
dation problem. To solve the problem, we propose
a novel utility-based link recommendation method.
Unlike existing link recommendationmethods that rec-
ommend potential links solely based on their linkage
likelihoods, our method considers their values, costs,
and linkage likelihoods when making link recommen-
dation decisions. Specifically, we propose a Bayesian
network learning method that models the dependency
relationship between the value, cost, linkage likeli-
hood, and link recommendation decision; predicts the
probability of recommending a potential link with the
learned Bayesian network; and recommends poten-
tial links with the highest probabilities. We note that
linkage likelihood is latent (unobserved) and contin-
uous. Hence, the principal methodological obstacle
overcome by our proposed method is how to learn a
Bayesian network with a continuous latent factor.
The rest of the paper is organized as follows. We

begin in Section 2 by reviewing prior works related to
our study. We then define the utility-based link recom-
mendation problem in Section 3 and propose a utility-
based link recommendation method in Section 4. The
effectiveness of our proposed method is evaluated
using data collected from amajor online social network
in Section 5. The paper concludes with implications
and future research directions in Section 6.

2. Related Work
Link recommendation methods proposed in prior
studies predict the linkage likelihood that a potential

link will be established and recommend potential links
with the highest linkage likelihoods. According to dif-
ferent prediction approaches used, prior link recom-
mendation methods can be broadly categorized into
learning-based link recommendation methods and
proximity-based link recommendationmethods. In the
following, we review representative methods in each
category.

Learning-based link recommendation methods
learn a model from observed link establishments and
predict linkage likelihood using the learned model.
Given a social network, one can construct training data
from observed link establishments in the network. In
general, each record of the training data has the format
〈 f1 , f2 , . . . , fm , c〉, where f1 , f2 , . . . , fm represent features
that affect link establishment and c is the class label.
The class label c is 1 for an existing link and 0 for a
potential link. Commonly used features include topo-
logical features that are derived from the structure of
a social network and nodal features that are computed
from the characteristics of individual users in a social
network. Topological features such as the number of
common neighbors and the shortest distance between
users have frequently been used by learning-based link
recommendation methods (O’Madadhain et al. 2005,
Al Hasan et al. 2006, Wang et al. 2007, Benchettara et al.
2010, Lichtenwalter et al. 2010). Nodal features that are
calculated from users’ demographical and geograph-
ical characteristics have also been widely employed
(O’Madadhain et al. 2005, Zheleva et al. 2010, Scellato
et al. 2011, Wang et al. 2011).

Once training data are constructed, supervised
machine learning methods can be applied to the data
to predict linkage likelihood. O’Madadhain et al. (2005)
employ logistic regression to predict the likelihood of
interaction between users using data collected from
CiteSeer and Enron emails. Wang et al. (2007) combine
a local Markov random field model and logistic regres-
sion to predict the likelihood of coauthorship using
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DBLP and PubMed article data sets. Benchettara et al.
(2010) also target predicting the likelihood of coau-
thorship but employ a decision tree classifier enhanced
withAdaboost for this prediction. Hopcroft et al. (2011)
adopt a factor-based graphical model to predict recip-
rocal relationships on Twitter. Gong et al. (2012) pre-
dict linkage likelihood in Google+ using a support
vector machine (SVM). Besides classification methods,
other supervised learning methods such as supervised
random walk (Backstrom and Leskovec 2011), matrix
factorization-based methods (Kunegis et al. 2010, Yang
et al. 2011), and relational learning (Popescul and
Ungar 2003) have been employed to predict linkage
likelihood in unipartite or bipartite social networks.
Proximity-based link recommendation methods sur-

rogate the linkage likelihood of a potential link using
the proximity between users that would be connected
by the link. According to McPherson et al. (2001),
similar users are more likely to interact and connect
with each other. Therefore, higher proximity indi-
cates a higher chance of linkage. Proximity metrics
employed by link recommendation methods consist
of nodal proximity metrics and structural proximity
metrics. Nodal proximity metrics measure the simi-
larity between users using their characteristics; this
includes demographical characteristics such as age,
education, and occupation (Zheleva et al. 2010); geo-
graphical characteristics such as colocation and dis-
tance (Quercia and Capra 2009, Crandall et al. 2010,
Wang et al. 2011); and semantic characteristics such as
keywords and annotation tags (Shen et al. 2006, Chen
et al. 2009, Schifanella et al. 2010, Kuo et al. 2013).
For the computation of nodal proximity between users,
typical similarity functions such as the Manhattan dis-
tance, the cosine similarity, the Kullback–Leibler diver-
gence, and the Jaccard coefficient have been applied to
users’ characteristics (Shen et al. 2006, Chen et al. 2009,
Scellato et al. 2011, Wang et al. 2011, Adali et al. 2012).
Users’ structural features have been widely

employed to study their behaviors in social networks.
For example, Doreian (1989) and Zhang et al. (2013)
propose autocorrelation models to examine the impact
of users’ structural features such as cohesion and struc-
tural equivalence on their actions and choices in social
networks. In link recommendation, structural prox-
imity metrics measure the proximity between users
using their structural features in a social network
(Liben-Nowell and Kleinberg 2007). One type of struc-
tural proximity metrics targets users’ neighborhoods.
For example, the common neighbor between users is
defined as the number of mutual neighbors in a social
network (Newman 2001, Liben-Nowell and Kleinberg
2007). Extended from the common neighbor metric,
the Adamic/Adar metric assigns less weight for more
connected common neighbors (Adamic and Adar 2003,
Liben-Nowell and Kleinberg 2007). Motivated by the

finding that the likelihood of linking two users is cor-
related with their neighborhood sizes, the preferential
attachment between users is defined as the product
of their neighborhood sizes (Barabási and Albert 1999,
Newman 2001, Barabási et al. 2002, Liben-Nowell and
Kleinberg 2007). Observing that two users are similar
if their neighbors are similar, Jeh and Widom (2002)
define the SimRank score between users as the aver-
age of their neighbors’ SimRank scores. Going beyond
neighborhoods, another type of structural proximity
metrics focuses on the paths connecting users. The
Katz index measures the structural proximity between
users using the number of paths connecting them,
weighted by the lengths of these paths (Katz 1953).
Originally developed for measuring the social status
of a social entity, the Katz index has been shown to
be effective in forecasting linkage likelihood (Liben-
Nowell and Kleinberg 2007). Considering link estab-
lishment between users as a random walk from one to
the other, Tong et al. (2006) adapts the PageRank algo-
rithm (Brin and Page 1998) to compute the structural
proximity between users as the summation of station-
ary probabilities that one user reaches the other. Using
a similar idea of treating link establishment as a ran-
dom walk, Fouss et al. (2007) define the hitting time
between users as the expected number of steps to reach
one user from the other for the first time and measure
the structural proximity between them as the negation
of their hitting time.

Our literature review suggests that existing link rec-
ommendation methods focus on predicting linkage
likelihood but overlook the benefit of link recommen-
dation to an operator. To overcome this limitation, we
define a new link recommendation problem that takes
into account operator’s benefit from link recommenda-
tion. We then propose a novel link recommendation
method to solve the problem. The essential novelty of
our proposed method lies in its consideration of the
value, cost, and linkage likelihood of a potential link
when making a link recommendation decision, in con-
trast to existing methods that recommend links based
solely on linkage likelihood.

3. Utility-Based Link
Recommendation Problem

In this section, we define the utility of recommending a
potential link and formulate the utility-based link rec-
ommendation problem. Let W � {w j}, j � 1, 2, . . . , n ,
be a set of users in an online social network. User w j
makes value contribution v j to the operator of the
online social network (Granovetter 2005, Jackson 2008).
Value v j consists of two parts: intrinsic value and net-
work value, and

v j � vI
j + vN

j , (1)
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where vI
j and vN

j represent the intrinsic value and net-
work value of w j , respectively (Jackson and Wolinsky
1996, Domingos and Richardson 2001, Watts 2001).
Intrinsic value refers to a user’s value that is inde-
pendent of the link structure of an online social net-
work. One example of a user’s intrinsic value is his
or her membership fee paid to LinkedIn (LinkedIn
Corporation 2014).2 Network value, on the other hand,
denotes a user’s value that is dependent on the link
structure of an online social network. Let us consider
advertisements, the major revenue source for operators
of online social networks (Facebook Inc. 2013, LinkedIn
Corporation 2014), as an example. In this example,
a user’s network value is the advertisement revenue
contributed by the user, which depends on the num-
ber of other users that advertisements initiated by the
user (e.g., advertisements initially placed on the user’s
Facebook page) can reach via the link structure of an
online social network (Facebook Inc. 2013, LinkedIn
Corporation 2014).
In general, a user’s network value depends on the

size of the user’s direct and indirect neighborhood in
an online social network (Ballester et al. 2006, Jackson
2008). Intuitively, a user’s network value increases
as the user has more direct and indirect neighbors
(Ballester et al. 2006, Jackson 2008). Moreover, a user’s
impact on his or her neighbor decays as the distance
between them increases (Granovetter 1973, Newman
et al. 2002, Jackson 2008). Therefore, a user’s network
value can be defined as

vN
j � m j ·

X∑
x�1

αx |N j, x |. (2)

In Equation (2), N j, x represents the set of xth-degree
neighbors of w j , and | · | denotes the cardinality of a
set. For example, N j, 1 refers to first-degree neighbors
of w j or direct neighbors of w j . To model a user’s
diminishing impact on his or her farther neighbors,
we introduce decay factor α ∈ (0, 1) in Equation (2).
Locality parameter X specifies the farthest neighbors
considered when calculating a user’s network value.
The value of X is set such that αX |N j,X | becomes triv-
ial (Jackson and Rogers 2005, Jackson 2008). Having
defined the network impact of w j as

∑X
x�1 α

x |N j, x |, we
use m j to model the value contribution by one unit of
this impact. For example, m j can be estimated as the
revenue generated if an advertisement initiated by w j
reaches a (direct or indirect) neighbor of w j , multiplied
by the number of advertisements initiated by w j .

Combining Equations (1) and (2), we can compute a
user’s value v j as

v j � vI
j + m j ·

X∑
x�1

αx |N j, x |. (3)

For an online social network with n users, the total
value TV of these users can be obtained by summing

the value of each user in the network (Jackson 2008).
We therefore have

TV�

n∑
j�1

v j . (4)

We are now ready to define the value of a potential link.
Let E be the set of links currently existing in an online
social network. We denote e jh as a potential link that
would connect currently unlinked users w j and wh .
Value Vjh of potential link e jh can be calculated as

Vjh � TVE∪{e jh } −TVE , (5)

where TVE∪{e jh } and TVE denote the total user value
in the online social network with and without link e jh
respectively, which can be obtained using Equations (4)
and (3). By applying Equation (5) to calculateVjh , users’
intrinsic values before and after adding e jh cancel each
other out. This is reasonable because adding a link to
an online social network affects only the structure of
the network, and intrinsic value is independent of net-
work structure.

By recommending potential link e jh , value Vjh is real-
ized if the recommended link is accepted by users w j
and wh and hence established. On the other hand, if the
recommended link is considered irrelevant by w j or
wh and thus not established, cost C jh is incurred. One
example of C jh is the opportunity cost of not being able
to recommend another potential link because of rec-
ommending e jh , considering that the number of links
recommended to a user is limited. Therefore, utilityU jh
of recommending potential link e jh can be computed as

U jh � I jh ·Vjh − (1− I jh) ·C jh , (6)

where I jh � 1 if e jh is established and I jh � 0 otherwise.
Having defined the utility of recommending a poten-

tial link, we can formulate the utility-based link recom-
mendation problem as follows.
Problem. Given an online social network, its users W ,
its existing links E, and K, recommend top K poten-
tial links3 with the highest utilities among all potential
links, where the utility of recommending a potential
link is defined in Equation (6).

4. Utility-Based Link
Recommendation Method

To solve the utility-based link recommendation prob-
lem, we first identify key factors determining utility-
based link recommendation decision and construct a
Bayesian network to capture dependency relationships
among the identified factors and utility-based link rec-
ommendation decision. We then propose how to learn
the distribution of each identified factor in the Bayesian
network and how to predict the probability of recom-
mending a potential link with the learned Bayesian
network. Finally, potential links with the highest rec-
ommendation probabilities are recommended.
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4.1. A Bayesian Network for Utility-Based
Link Recommendation

Utility-based link recommendation decision depends
on three factors: value (V), cost (C), and latent linkage
likelihood (L). The value factor (V) refers to the value
of a potential link, which can be calculated using Equa-
tion (5). The cost factor (C) stands for the cost incurred
if a potential link is recommended but not established.
The latent linkage likelihood factor (L) represents the
likelihood that a potential link will be established. Link
recommendation brings value to an operator, if a rec-
ommended link is established, or incurs cost other-
wise. Thus, linkage likelihood is an essential factor for
utility-based link recommendation decision. Further,
linkage likelihood is unobserved; thus it is latent in our
proposed Bayesian network. The utility of a potential
link depends on its value (V), cost (C), and linkage
likelihood (L), and the objective of utility-based link
recommendation is to recommend links with the high-
est utilities. Therefore, factors value (V), cost (C), and
latent linkage likelihood (L) jointly determine utility-
based link recommendation decision R, where R � 1 if
a potential link is recommended and R � 0 otherwise.
It has been shown theoretically and empirically that

nodal proximity and structural proximity are two effec-
tive predictors for linkage likelihood (L) (Heider 1958,
McPherson et al. 2001, Liben-Nowell and Kleinberg
2007, Crandall et al. 2010). Nodal proximity denotes
the similarity between users in terms of their indi-
vidual characteristics such as age, gender, and educa-
tion (Chen et al. 2009, Crandall et al. 2010, Schifanella
et al. 2010). For two users w j and wh , nodal proximity
N(w j ,wh) between them is calculated as

N(w j ,wh)� sim(r j , rh), (7)

where sim( ) is a similarity function, and r j and rh
denote characteristics of w j and wh , respectively.
Choice of the similarity function depends on data
types of user characteristics (Tan et al. 2005); the spe-
cific similarity function used in this study is described
in Section 5.2. The effectiveness of nodal proximity
in predicting linkage likelihood can be explained by
homophily theory, which states that “similarity breeds
connection” (McPherson et al. 2001, p. 415). There-
fore, the higher the nodal proximity between users, the
more likely a link connecting them will be established.
Structural proximity measures the proximity be-

tween users using their structural features in a social
network (Liben-Nowell and Kleinberg 2007). Prior
studies have empirically shown the power of struc-
tural proximity metrics in predicting linkage likeli-
hood (e.g., Liben-Nowell and Kleinberg 2007). Among
structural proximity metrics, the Katz index consis-
tently performs well in predicting linkage likelihood
(Liben-Nowell and Kleinberg 2007). We thus adopt the

Katz index to measure structural proximity between
users. Accordingly, the structural proximity S(w j ,wh)
between users w j and wh is given by

S(w j ,wh)�
∑

k

βk |path〈k〉jh |, (8)

where path〈k〉jh represents the set of length k paths con-
necting users w j and wh , | · | is the cardinality of a set,
and weight β is between 0 and 1 (Katz 1953, Liben-
Nowell and Kleinberg 2007). The predictive power of
the Katz index is rooted in cognitive balance theory
(Heider 1958). According to this theory, sentiments (or
attitudes) of indirectly connected users could become
consistent gradually, which in turn could drive them
to link to each other (Heider 1958). In this light, the
more paths connecting two users and the shorter the
distances of these paths, the more likely it is that a link
connecting them will be established.

Having identified key factors underlying utility-
based link recommendation decision,wemodel depen-
dency relationships among them using a Bayesian
network. Our choice of Bayesian network is driven by
the following considerations. First, the Bayesian net-
work is a natural choice for probability prediction, and
thus we choose it to predict the probability of rec-
ommending a potential link. Second, a Bayesian net-
work is a powerful but easy-to-understand model for
capturing dependencies among variables (Heckerman
2008, Zheng and Pavlou 2010). As shown in Figure 3,
the proposed Bayesian network consists of five factors:
value (V), cost (C), structural proximity (S), nodal prox-
imity (N), and latent linkage likelihood (L), as well as
utility-based link recommendation decision (R). The
network assumes mutual independences among fac-
tors value (V), cost (C), structural proximity (S), and
nodal proximity (N); it also captures two dependency
relationships: (i) value (V), cost (C), and latent linkage
likelihood (L) jointly determine utility-based link rec-
ommendation decision (R); and (ii) structural proxim-
ity (S) and nodal proximity (N) together predict latent
linkage likelihood (L).

4.2. Learning the Bayesian Network
To employ the Bayesian network to predict recommen-
dation probability, we need to learn the distributions of

Figure 3. A Bayesian Network for Utility-Based Link
Recommendation

Latent linkage likelihoodL

R

NSCV
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its factors V , C, S, N , and L. As a first step of this learn-
ing task, we construct training data from observed link
establishments in an online social network. Let t be
the current time. To construct training data, we focus
on potential links at time t − 1, i.e., those that had not
been established by time t − 1. For a potential link i at
time t − 1, we can calculate its Vi , Ni , and Si according
to Equations (5), (7), and (8), respectively, and we esti-
mate its Ci based on the status4 of the social network
at time t − 1. It is noted that we can observe whether
link i is established or not at current time t. Therefore,
we set Ri � 1 if link i is ranked the top Kamong all
potential links in terms of the utility of recommend-
ing a potential link defined in Equation (6), and we
set Ri � 0 otherwise. We now have one training record,
Oi � 〈Vi ,Ci , Si ,Ni ,Ri〉. Continuing the procedure for
other potential links, we can construct training data
O � {Oi}, where i � 1, 2, . . . ,M and M is the number of
records in the training data. We note that linkage like-
lihood L is unobserved. Thus, we do not have training
data on L, but we need to learn the distribution of L,
which is the key methodological challenge for learning
the Bayesian network.
To learn the distributions of factors V , C, S, N ,

and L from training data O, we assume exponen-
tial family distributions for these factors by follow-
ing a common Bayesian network learning procedure
(Heckerman 2008). Thus, we need to learn parameters
of these assumed distributions and denote the vector of
these parameters asθ. Specifics about the assumed dis-
tributions and their parameters will be discussed later
in this subsection. Parameters in θ can be estimated
as those that maximize the log-likelihood H(O |θ) of
training data O givenθ (Friedman 1998,Mitchell 1997).
Formally, the optimal estimation θ∗ of θ is given by

θ∗ � arg max
θ

H(O |θ), (9)

where

H(O |θ)�
M∑

i�1
ln[P(Oi |θ)] (10)

and ln[P(Oi |θ)] is the log-likelihood of training
record Oi given θ.

However, we cannot obtain θ∗ using Equation (9),
because we do not have training data on linkage like-
lihood L but we need to estimate parameters for L.
To address this challenge, we propose a Bayesian
network learning algorithm based on the framework
of expectation-maximization (EM), a framework for
learning from incomplete data (Dempster et al. 1977).
Following the EM framework (Dempster et al. 1977),
our algorithm estimates parameters in θ through an
iterative process. In each iteration, our algorithm takes
previous parameter estimates as input and produces

updated parameter estimates bymaximizing the objec-
tive function Q( · ). Stated concretely, we have

θk+1 � arg max
θ

Q(θ |θk), (11)

where θk and θk+1 denote the vector of parameter esti-
mates in iterations k and k + 1, respectively, and k �

0, 1, 2, . . . . The objective function Q( · ) is defined as

Q(θ |θk)�
M∑

i�1

∫
ln [P(Oi , Li |θ)]P(Li |Oi ,θk)dLi

, (12)

where ln[P(Oi , Li |θ)] is the log-likelihood of com-
plete data (including observed training data Oi
and unobserved linkage likelihood Li) given θ, and
P(Li |Oi ,θk) is the probability of Li given Oi and
previous parameter estimates θk . In Equation (12),∫

ln [P(Oi , Li |θ)]P(Li |Oi ,θk) dLi
represents the ex-

pected log-likelihood of complete data, expected on
Li . The iterative process stops if the absolute differ-
ence between H(O |θk+1) and H(O |θk) is sufficiently
small. According to Bishop (2006), the iterative process
is guaranteed to converge, and the converged parame-
ter estimation by our algorithm is a local optimal esti-
mation of θ for function H( · ), defined in Equation (10).
For parameter estimation from incomplete data, a local
optimum is the best result possible (Bishop 2006).

While the above-discussed iterative process of learn-
ing θ follows the standard EM framework (Dempster
et al. 1977), the core of the process, i.e., how to compute
θk+1 from θk according to Equations (11) and (12), is
specific to our study and represents the key method-
ological contribution of our proposed algorithm for
learning the Bayesian network. In the following, we
identify the parameters in θ by properly decomposing
the objective function Q( · ), and then we show how to
compute θk+1 from θk . To decide the specific parame-
ters in θ, we rewrite the objective function Q( · ) as

Q(θ |θk) �
M∑

i�1
ln[P(Ri |θ)]+

M∑
i�1

ln[P(Vi |Ri ,θ)]

+

M∑
i�1

ln[P(Ci |Ri ,θ)]

+

M∑
i�1

∫
{ln[P(Si , Li |Ri ,θ)]

+ ln[P(Ni , Li |Ri ,θ)]
− ln[P(Li |Ri ,θ)]}P(Li |Oi ,θk) dLi

.(13)

The derivation of Equation (13) is given in Online
Appendix A. According to Equation (13), we need
to estimate P(Ri), P(Vi |Ri), P(Ci |Ri), P(Si , Li |Ri),
P(Ni , Li |Ri), and P(Li |Ri) for Ri � 0, 1. To estimate
P(Ri), we denote parameters p0 � P(Ri � 0) and p1 �

P(Ri � 1). It is common to assume an exponential
family distribution (e.g., exponential or normal) for
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a continuous factor in a Bayesian network (Friedman
1998, Heckerman 2008). Since factor V is continuous
and positive, we assume an exponential distribution
for factor V given R. Accordingly, we can estimate
P(Vi |Ri �0)with an exponential density λ0

V e−λ
0
V×Vi and

P(Vi |Ri � 1) with an exponential density λ1
V e−λ1

V×Vi .
Hence, to estimate P(Vi |Ri), we need to estimate
parameter λRi

V for Ri � 0, 1. In a similar way, we assume
factor C given R following an exponential distribution,
andwe estimate P(Ci |Ri)with its density. Thus, to esti-
mate P(Ci |Ri), we need to estimate parameter λRi

C for
Ri � 0, 1.
Similarly, we assume that the joint distribution of

factors S and L given R follows a bivariate exponen-
tial distribution, and we estimate P(Si , Li |Ri) using its
density. In particular, Freund (1961) defines the density
function of a bivariate exponential distribution as

f (x , y)�
{
λxλ

′
y e−λ

′
y ·y−(λx+λy−λ′y )·x for 0 < x < y ,

λyλ
′
x e−λ

′
x ·x−(λx+λy−λ′x )·y for 0 < y < x.

(14)

Using the bivariate exponential density defined in
Equation (14) to estimate P(Si , Li |Ri), we have

P(Si , Li |Ri)�


λRi

S λ
′Ri
L e−λ

′Ri
L ·Li−(λ

Ri
S +λ

Ri
L −λ

′Ri
L )·Si

for 0 < Si < Li ,

λRi
L λ
′Ri
S e−λ

′Ri
S ·Si−(λ

Ri
S +λ

Ri
L −λ

′Ri
S )·Li

for 0 < Li < Si .

(15)

We thus need to estimate parameters λRi
S , λ′Ri

S , λRi
L ,

and λ′Ri
L for Ri � 0, 1. In a similar way, we assume the

joint distribution of factors N and L given R following
a bivariate exponential distribution, and we estimate
P(Ni , Li |Ri) as

P(Ni , Li |Ri)�


λRi

N λ
′Ri
L e−λ

′Ri
L ·Li−(λ

Ri
N +λ

Ri
L −λ

′Ri
L )·Ni

for 0 < Ni < Li ,

λRi
L λ
′Ri
N e−λ

′Ri
N ·Ni−(λ

Ri
N +λ

Ri
L −λ

′Ri
N )·Li

for 0 < Li < Si .

(16)

Hence, we need to estimate parameters λRi
N , λ′Ri

N ,λRi
L ,

and λ′Ri
L for Ri � 0, 1. Finally, we need to estimate

P(Li |Ri). Factor L participates in the joint distribution
with factor S and the joint distribution with factor N ,
whose densities are defined in Equations (15) and (16),
respectively. Given R, factor L follows an exponential
distribution with parameter λR

L if L < min(S,N) and
with parameter λ′RL otherwise (Freund 1961), where
min(x , y) returns the minimum between x and y. We
thus have

P(Li |Ri)�
{
λRi

L e−λ
Ri
L ·Li for Li <min(Si ,Ni),

λ′Ri
L e−λ

′Ri
L ·Li for Li ≥min(Si ,Ni).

(17)

In sum, the parameter vector θ to be estimated is θ �

〈p0 , p1 , λ
0
V , λ

1
V , λ

0
C , λ

1
C , λ

0
S , λ

1
S , λ

′0
S , λ

′1
S , λ

0
N , λ

1
N , λ

′0
N ,

λ′1N , λ
0
L , λ

1
L , λ

′0
L , λ

′1
L 〉. We next show how to compute θ

that maximizes the objective function Q( · ) defined in
Equation (12).

Theorem 1. Given the previous parameter estimation θk �

〈p̄0 , p̄1 , λ̄
0
V , λ̄

1
V , λ̄

0
C , λ̄

1
C , λ̄

0
S , λ̄

1
S , λ̄

′0
S , λ̄

′1
S , λ̄

0
N , λ̄

1
N , λ̄

′0
N ,

λ̄′1N , λ̄
0
L , λ̄

1
L , λ̄

′0
L , λ̄

′1
L 〉 and the exponential distribution as-

sumption for factors V , C, S, N , and L, there exists a single
optimal solution of θ that maximizes the objective func-
tion defined in Equation (12), and the optimal solution is of
closed form.

Proof. See Online Appendix B for the proof and
closed-form solution of θ.

The existence of a single closed-form solution of θ,
as discovered by Theorem 1, is an attractive property
because a closed-form solution of parameter estimates
not only greatly simplifies the implementation of an
EM-based algorithm but also considerably improves
its computation efficiency (McLachlan and Krishnan
2007). Armed with Theorem 1, we propose an algo-
rithm to learn θ—namely, the Bayesian network learn-
ing with continuous latent factor (BNLF) algorithm. As
shown in Figure 4, the algorithm starts with an ini-
tial estimation θ0 of θ and iteratively updates its esti-
mation according to Theorem 1 until convergence. To
obtain θ0, we follow a common method of parame-
ter initialization, repeated random initialization (Duda
and Hart 1973). Specifically, we randomly sample one-
third of the training data and estimate parameters in
θ0 according to the sample. Details of the θ0 estima-
tion are given in Online Appendix C. We then run the
BNLF algorithm with θ0 and obtain one θ̂. The above
process is repeated three times. We finally choose the θ̂
that has the largest log-likelihood H(O | θ̂) among the
three obtained θ̂ values.

4.3. Predicting Recommendation Probability
Having obtained parameter estimation θ̂ � 〈p̂0 , p̂1 , λ̂

0
V ,

λ̂1
V , λ̂

0
C , λ̂

1
C , λ̂

0
S , λ̂

1
S , λ̂

′0
S , λ̂

′1
S , λ̂

0
N , λ̂

1
N , λ̂

′0
N , λ̂

′1
N , λ̂

0
L , λ̂

1
L ,

λ̂′0L , λ̂
′1
L 〉, we are ready to predict the recommendation

Figure 4. The BNLF Algorithm for Learning θ

BNLF (O , ε)
O: training data
ε: predefined convergence threshold

Initialize θ0. // θ0: initial estimation of θ
k �−1.
Do

k � k + 1.
Obtain θk+1 according to Equation (11) and Theo-

rem 1.
While (|H(O |θk+1) −H(O |θk)| > ε)

// H( · ): log-likelihood defined in Equation (10)
θ̂ �θk+1. // θ̂ : final estimation of θ
Return θ̂.
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probability for each potential link. In an online social
network, for a potential link a at current time t, i.e.,
a link that has not been established by current time t,
we can calculate its Va , Na , and Sa according to Equa-
tions (5), (7), and (8), respectively; we estimate its
Ca based on the status of the network at current
time t. We define the recommendation probability for
potential link a as the probability of recommending it
given its Va , Ca , Sa , Na , and parameter estimation θ̂;
i.e., P(Ra � 1 |Va ,Ca , Sa ,Na , θ̂). In Online Appendix D,
we show how to compute recommendation probabil-
ity P(Ra � 1 |Va ,Ca , Sa ,Na , θ̂). Applying the formula
for computing recommendation probability given in
Online Appendix D, we can predict recommendation
probability for each potential link and recommend the
top K potential links with the highest recommendation
probabilities.

5. Empirical Evaluation
We conducted experiments to evaluate our method
using real-world social network data. In this section,
we describe the data and parameter calibration; detail
our experimental procedure, evaluation metrics, and
benchmark methods; and report experimental results.

5.1. Data and Parameter Calibration
We collected data from a major U.S. online social net-
work over a one-year period, starting from the launch
of the network. One collected data set describes who
registered on what date as a user of the online social
network; another data set contains data on who is
linked to whom and when the linkage was established.
As shown in Figure 5, both the number of users and
the number of links grow rapidly over time. At the
end of the one-year period, the online social network
had 485,608 users, connected by 669,524 links. For each
user, data about his or her profile were also collected.
Because of privacy concerns, the profile of a user con-
sists of a set of encoded terms, each corresponding
to a characteristic of the user. During the one-year

Figure 5. The Growth of Users (a) and Links (b) in the Online Social Network
(a) (b)
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period, no link recommendation mechanism had been
deployed in the online social network. Thus, our data
provide a natural test bed for evaluating different link
recommendation methods.

We then calibrated parameters for the utility-based
link recommendation problem. Following Jackson
(2008), we set decay factor α in Equation (2) to 0.5.
Parameter m j in Equation (2) was estimated as the rev-
enue generated if an advertisement initiated by user
w j reaches a (direct or indirect) neighbor of w j , mul-
tiplied by the average number of advertisements initi-
ated by a user in a month.5 Cost C jh in Equation (6)
was initially treated as the opportunity cost of not
being able to recommend another potential link to
user w j or wh because of recommending e jh . We thus
estimated C jh as the average value of links actually
established by user w j or wh , where the value of a
link was computed using Equation (5). For robust-
ness analysis, we conducted additional experiments
with ρ × intial cost estimation, where ρ � 0.5, 2. Fol-
lowing a common practice in link recommendation
(Backstrom and Leskovec 2011, Wang et al. 2011, Dong
et al. 2012), we focus on potential links that, if estab-
lished, would connect users who are two hops away.
Compared with considering all possible potential links
(i.e., potential links that would connect users two or
more hops away), focusing on potential links that
would connect users two hops away can greatly accel-
erate computation without sacrificing much on pre-
diction (Backstrom and Leskovec 2011, Wang et al.
2011, Dong et al. 2012). In our experiments, the num-
ber of potential links that would connect users two
hops away increases over time because the number
of users increases over time.6 Hence, rather than set-
ting K to a static number, we set K as a percentage
of potential links in a month. We therefore set K �

0.5% × number of potential links in a month, i.e., rec-
ommending the top 0.5% of potential links in a month.
To ensure the robustness of our empirical evaluation,
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we further conducted experiments with K � 0.25% ×
number of potential links in a month and with K �

0.75%×number of potential links in a month.

5.2. Experimental Design
Our experiments follow the procedure described
below. Letmonth t be the currentmonth, and letmonth
t + 1 be the prediction month. We use data by the cur-
rent month t to train our method as well as each bench-
mark method to recommend the top K potential links7
out of potential links in month t. Using data by predic-
tion month t +1, we can verify whether a potential link
inmonth t is actually accepted and established by users
in month t + 1, compute its utility with Equation (6),
and identify true top K potential links that have the
highest utilities. The performance of a method is then
evaluated using top K utility-based precision, which is
the fraction of recommended top K potential links that
are true top K potential links. In addition, we also
evaluate the average utility of links recommended by a
method. After all, the objective of the utility-based link
recommendation problem is to recommend links with
the highest utilities. Therefore, a method that better
achieves the objective recommends links with higher
average utility.
We next discuss implementation details of our

method and benchmark methods. For our method,
nodal proximity between users was measured using
Equation (7), for which we chose the Jaccard coefficient
as the similarity function. In our experiments, the user
profile is represented by a set of terms, and the Jaccard
coefficient is suitable for measuring similarity between
sets (Salton and McGill 1983). Specifically, the Jaccard
coefficient is defined as

sim(r j , rh)�
|r j ∩ rh |
|r j ∪ rh |

, (18)

where r j and rh denote the set of profile terms of
users w j and wh , respectively, and | · | is the cardinality
of a set. Structural proximity between users was com-
puted using Equation (8). Following a common prac-
tice (Liben-Nowell and Kleinberg 2007, Lichtenwalter
et al. 2010), we set β in Equation (8) to 0.05.
We selected a representative method from each

category of existing link recommendation methods
as a benchmark. For the category of learning-based
methods, we chose the SVM-based link recommenda-
tion method because of its outstanding performance
among learning-based methods (Al Hasan et al. 2006).
Our implementation of the SVM-based method fol-
lowed its implementation described in Al Hasan et al.
(2006), Lichtenwalter et al. (2010). Among structural
proximity-based methods, the Katz index was selected
because of its superior performance (Liben-Nowell
and Kleinberg 2007). A suitable nodal proximity-based

method for our experiments is the Jaccard coefficient
(i.e., Equation (18)), thus chosen as a benchmark.More-
over, we benchmarked our method against a link rec-
ommendation method commonly used in practice,
common neighbor.8 In particular, the common neigh-
bor CN jh between users w j and wh is computed as the
number of mutual neighbors (Newman 2001, Liben-
Nowell and Kleinberg 2007):

CN jh � |Γ j ∩Γh |, (19)

where Γ j and Γh denote the set of direct neighbors of
users w j and wh , respectively. We also benchmarked
our method against a variation of the common neigh-
bor, Adamic/Adar (Adamic and Adar 2003). Extended
from the common neighbor, the Adamic/Adar AA jh
between users w j and wh is given by Adamic and Adar
(2003), and Liben-Nowell and Kleinberg (2007):

AA jh �
∑

wz∈Γ j∩Γh

1
log |Γz |

, (20)

where Γ j , Γh , and Γz denote the set of direct neighbors
of users w j , wh , and wz , respectively, and wz is a com-
mon neighbor of users w j and wh . Table 1 summarizes
the benchmark methods.

5.3. Experimental Results and Analysis
Following the experimental procedure, we conducted
experiments with the parameter values as set in Sec-
tion 5.1 and current month t � 2, 3, . . . , 11.9 As shown
in Table 2, our method substantially outperforms each
benchmark method in every prediction month, in
terms of top K utility-based precision. Averaged across
prediction months, the mean top K utility-based pre-
cision of our method is 0.40, which indicates that, on
average, 40% of top K potential links recommended by
our method are true top K links. On the other hand,
the mean top K utility-based precision of SVM, the
best-performing benchmark method in terms of top K
utility-based precision, is only 0.27. On average, the
top K utility-based precision of our method is 45.52%
higher than that of SVM and 122.25% higher than that
of CN, a link recommendationmethod commonly used
in practice. The outperformance of our method over
benchmark methods in terms of top K utility-based
precision is due to its consideration of utility factors

Table 1. Summary of Benchmark Methods

Method Category Abbreviation

SVM-based link Learning SVM
recommendation

Katz index Structural proximity Katz
Jaccard coefficient Nodal proximity Jaccard
Common neighbor Structural proximity CN
Adamic/Adar Structural proximity AA

D
ow

nl
oa

de
d 

fr
om

 in
fo

rm
s.

or
g 

by
 [

12
8.

4.
16

0.
58

] 
on

 2
3 

A
ug

us
t 2

01
7,

 a
t 0

7:
58

 . 
Fo

r 
pe

rs
on

al
 u

se
 o

nl
y,

 a
ll 

ri
gh

ts
 r

es
er

ve
d.

 



Li et al.: Utility-Based Link Recommendation for Online Social Networks
1948 Management Science, 2017, vol. 63, no. 6, pp. 1938–1952, ©2016 INFORMS

Table 2. Top K Utility-Based Precision: Our Method vs.
Benchmark Methods

Prediction Our
month (t + 1) AA CN Jaccard Katz SVM method

3 0.18 0.17 0.05 0.25 0.28 0.46
4 0.19 0.20 0.04 0.27 0.31 0.42
5 0.16 0.16 0.05 0.20 0.26 0.36
6 0.16 0.20 0.03 0.23 0.27 0.41
7 0.17 0.16 0.03 0.22 0.26 0.37
8 0.18 0.18 0.03 0.25 0.25 0.35
9 0.16 0.17 0.03 0.22 0.25 0.37
10 0.16 0.16 0.02 0.22 0.24 0.39
11 0.19 0.20 0.02 0.27 0.29 0.45
12 0.20 0.21 0.03 0.28 0.30 0.39
Mean 0.17 0.18 0.03 0.24 0.27 0.40
Std. dev. 0.01 0.02 0.01 0.03 0.02 0.04

such as value (V) and cost (C) as well as its better link
prediction accuracy. Here, the link prediction accuracy
of a method is the fraction of potential links recom-
mended by this method that are actually established.
For example, averaged across prediction months, our
method outperforms SVM by 24.11% in terms of link
prediction accuracy.
Table 3 compares the average utility of links recom-

mended by our method against that by each bench-
mark method. As shown, our method significantly
outperforms each benchmark method across predic-
tion months, in terms of average utility. Averaged
across prediction months, our method outperforms
SVM (the best-performing benchmarkmethod in terms
of average utility) by 41.76% and CN (a method com-
monly used in practice) by 210.46%. For example, in
prediction month 12, the average utility of links rec-
ommended by our method is $1.87, which means
that, on average, a link recommended by our method
could bring $1.87 to the operator of the online social
network. In comparison, the average utility of links rec-
ommended by SVM is $1.56, and the average utility

Table 3. Average Utility: Our Method vs. Benchmark
Methods

Prediction AA CN Jaccard Katz SVM Our
month (t + 1) ($) ($) ($) ($) ($) method ($)

3 0.29 0.21 0.10 0.44 0.92 1.15
4 0.44 0.47 0.12 0.71 0.82 1.14
5 0.27 0.25 0.06 0.32 0.76 0.99
6 0.30 0.33 0.07 0.36 0.51 0.83
7 0.28 0.26 0.04 0.39 0.54 0.78
8 0.37 0.38 0.05 0.55 0.56 0.97
9 0.36 0.37 0.05 0.52 0.74 0.99
10 0.37 0.38 0.04 0.55 0.74 1.17
11 0.60 0.64 0.06 0.99 1.35 1.77
12 0.65 0.71 0.06 1.07 1.56 1.87
Mean 0.39 0.40 0.07 0.59 0.85 1.17
Std. dev. 0.13 0.16 0.02 0.26 0.35 0.37

of links recommended by CN is $0.71. In other words,
a link recommended by our method could generate
an average of $0.31 more revenue than a link rec-
ommended by SVM and an average of $1.16 more
revenue than a link recommended by CN. Consider-
ing the sheer number of links recommended in the
online social network, successful implementation of
our method could bring significant financial gains
to the network’s operator, compared with benchmark
methods.

The performance improvement by our method is
attributed to its methodological design. Our method
is designed to recommend a link based on its value,
cost, and linkage likelihood—essential factors deter-
mining the utility of a link—whereas benchmarkmeth-
ods recommend a link on the basis of its linkage
likelihood only. As a result, the links recommended by
our method generally have higher utilities than those
recommended by benchmark methods. While it is nec-
essary to consider a link’s value and cost when making
link recommendation decision, it is also essential to
take into account its linkage likelihood. In our method,
linkage likelihood is treated as a latent factor. Without
this latent factor, a simple solution to the utility-based
link recommendation problem is a naïve Bayes (NB)
method, which predicts the link recommendation deci-
sion (R) from input factors: value (V), cost (C), struc-
tural proximity (S), and nodal proximity (N). Table 4
compares the performance of our method against that
of NB. Averaged across predictionmonths, ourmethod
outperforms NB by 80.38% in terms of top K utility-
based precision and 20.22% in terms of average utility.
Such improvements echo the necessity of linkage like-
lihood in link recommendation decision.

In summary, our empirical results show that our
method substantially outperforms representative link
recommendation methods from prior research. To
ensure the robustness of our empirical findings, we

Table 4. Performance Comparison Between Our Method
and NB

Top K utility-based
precision Average utility ($)

Prediction
month (t + 1) NB Our method NB Our method

3 0.31 0.46 1.04 1.15
4 0.26 0.42 1.02 1.14
5 0.21 0.36 0.82 0.99
6 0.19 0.41 0.63 0.83
7 0.18 0.37 0.61 0.78
8 0.19 0.35 0.80 0.97
9 0.18 0.37 0.83 0.99
10 0.20 0.39 0.91 1.17
11 0.25 0.45 1.48 1.77
12 0.23 0.39 1.70 1.87
Mean 0.22 0.40 0.98 1.17
Std. dev. 0.04 0.04 0.35 0.37
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conducted experiments with different cost estima-
tions or K; experimental results reported in Online
Appendix E further confirm the performance advan-
tage of our method over benchmark methods. We
also show the contribution of each component of our
method to its performance in Online Appendix F and
demonstrate the outperformance of our method over
benchmarkmethods using another social network data
set in Online Appendix G.

6. Conclusions
Link recommendation is a key functionality offered by
major online social networks. Existingmethods for link
recommendation focus on the likelihood of linkage but
overlook the benefit of linkage. Our study addresses
this limitation and contributes the innovative idea of
utility-based link recommendation to extant literature.
First, we define the utility of recommending a potential
link and formulate a new link recommendation prob-
lem. Second, we propose a novel utility-based link rec-
ommendation method that recommends links based
on the value, cost, and linkage likelihood of a poten-
tial link, in contrast to existing link recommendation
methods that focus solely on linkage likelihood. Our
empirical evaluation demonstrates the performance
advantage of our proposed method over prevalent
link recommendation methods found in representa-
tive prior research. Third, our study also contributes
a novel problem and method to the utility-based data
mining literature (Weiss et al. 2008, Saar-Tsechansky
et al. 2009).
Our study has several managerial implications. First,

our research sheds light on the critical role of balancing
operator’s benefit and users’ needs in link recommen-
dation. After all, a potential link can benefit an oper-
ator only after it is established by users. In this vein,
the effectiveness of link recommendation depends on
the proper consideration of the value, cost, and linkage
likelihood of a potential link. Failing to consider any
of the three factors greatly reduces the effectiveness
of a link recommendation method, as demonstrated in
our empirical analysis. Our method innovatively inte-
grates these three factors in link recommendation and
offers great value to significant applications. For exam-
ple, we show that, on average, a link recommended by
our method can produce 41.76% more utility than a
link recommended by the best-performing benchmark
method. Given that advertisement alone is estimated
to generate $12 billion revenue to operators of online
social networks in 2014 (eMarketer 2012), such improve-
ments could create huge financial gains for them.
Second, an important reason our method yields bet-

ter performance over benchmark methods is the con-
sideration of the network value that a user brings to
an operator. In an online social network, users are nei-
ther isolated nor independent. On the contrary, they

are connected and influence each other. As a result, a
user’s network value arises from his or her influence on
his or her direct and indirect neighbors in a network.
Since the major revenue source for an operator comes
from advertisement, and pay-per-impression as well as
pay-per-click continue to be prevalent business mod-
els for online social networks, network value is critical
to the business performance of these networks. There-
fore, the operator of an online social network should
treat network value as a key factor in crucial decisions
such as link recommendation and targeted marketing.

Third, our study highlights the important role of
linkage likelihood in determining utilities of recom-
mended links. In this light, the operator of an online
social network could purposefully boost linkage like-
lihood such that both the operator and users are ben-
efited. For example, an operator can enhance features
that accentuate nodal and structural similarity between
users, two factors that jointly determine linkage likeli-
hood. This in turn enables a user to be more aware of
other users who are similar to the user, which gener-
ally increases the likelihood of link formation. Another
promising approach is to provide incentives to facili-
tate the establishment of potential links. Rather than
passively waiting for users to make connections, an
operator can actively intervene and provide incentives
to lure users to connect. Such approach could be espe-
cially useful for potential links with moderate linkage
likelihood but high value.

Our research has limitations that should be ad-
dressed in future research endeavors. In our Bayesian
network model, we assume mutual independences
among factors value (V), cost (C), structural proxim-
ity (S), and nodal proximity (N). Future work should
examine how to relax this assumption. One viable
approach is to learn dependency relationships among
these factors from data (Heckerman 2008). Such an
approach could improve the predictive effectiveness
of our method, although it might increase its com-
putational complexity. In addition, we assume that a
better-connected social network is more effective in
facilitating information diffusion over the network.
Future work should also consider users’ susceptibili-
ties to information diffused over a network. Moreover,
we assume that effective information diffusion over a
social network is beneficial for the network’s operator
and study the positive side of link recommendation,
i.e., the utility of link recommendation. Future work
should examine the negative aspect of link recommen-
dation, such as the rapid spread of negative sentiments
about a product over a more connected social network
as a result of link recommendation.

Additionally, there are research questions worthy
of future exploration. First, it would be interesting to
study how to recommend a set of potential links that
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collectively have the highest utility. Second, the effec-
tiveness of the learned Bayesian network in predict-
ing recommendation probabilities could decline over
time because it is learned from previous user link-
age behaviors and does not capture new user linkage
behaviors. Thus, another interesting question is how
to maintain the currency of the learned Bayesian net-
work over time. Prior research on knowledge refresh-
ing and maintenance (Bensoussan et al. 2009, Fang
et al. 2013a) could provide theoretical foundations for
this question. Another area worthy of future investiga-
tion is to characterize potential links that can increase
the value of a social network the most, where value
increase as a result of the addition of a potential link
is defined in Equation (5). Some recent exploration
in this direction has found that a potential link that
reduces the clustering coefficient of a social network
could increase the value of the network (Zhao et al.
2012). Such a finding could be used in combination
with linkage likelihood predicted by an existing link
prediction method to recommend links with high util-
ities. It is also worthwhile to conduct field experiments
to evaluate our method. In an experiment, we can
observe in real time how users react to recommended
links, which recommended links they actually estab-
lish, and the values of these established links. By com-
bining evaluation results with archival data and field
experimental results, we could produce more compre-
hensive evidence on the effectiveness of our method.
Finally, it would be interesting to extend our method
by considering a user’s historical link adoption record,
which documents all other users to whom the user has
already linked, i.e., direct neighbors of the user. Under-
standably, the more similar user w j to user wh’s direct
neighbors, the more likely w j is the kind of person
with whom wh likes to connect and the higher the link-
age likelihood between w j and wh . Therefore, future
work needs to incorporate the similarities between a
user and each direct neighbor of another user into
our method.
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Endnotes
1A potential link refers to a link that has not been established.
2LinkedIn offers two types of user accounts: basic and premium.
Whereas a basic account is free, LinkedIn Corporation charges a
membership fee for premium accounts.
3The K recommended links are for all users. A user receives a rec-
ommendation if a recommended link has the user as an end point.

4The status of a social network such as its structure evolves over
time.
5Because of privacy concerns, we do not have data on the number of
advertisements initiated by a specific user, only the average number
across users.
6The number of potential links that would connect users two hops
away is as follows: 110,475 (1), 176,216 (2), 252,963 (3), 483,948 (4),
709,991 (5), 931,623 (6), 1,333,526 (7), 3,291,007 (8), 8,808,065 (9),
15,988,577 (10), 26,317,250 (11), and 38,517,866 (12). Here, the month
number is enclosed in the parentheses.
7The K recommended links are for all users. By simply adjusting
its output, our method can target a user and recommend the same
number of links (say, m links) to each user. Specifically, for a user, our
method can be adapted to identify and recommend m potential links
that have the highest recommendation probabilities among potential
links with this user as an end point.
8Common neighbor is popularly used by major online social net-
works for link recommendation. For example, it is called “mutual
friend” in Facebook and “shared connection” in LinkedIn.
9To construct training data for our method, we need data in month
t − 1 and month t. Thus, current month t in our experiments starts
from month 2 instead of month 1.
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